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Abstract— Insurance is an effective way to guard against potential loss. Risk management is primarily employed to protect against the 

risk of a financial loss. Risk and uncertainty are inevitable parts of life, and the pace of life has led to a rise in these risks and 

uncertainties. Health insurance pricing has emerged as one of the essential fields of this study following the coronavirus pandemic. The 

anticipated outcomes from this study will be applied to guarantee that an insurance company's goal for its health insurance packages 

is within the range of profitability so that the insurance company will also choose the most price-effective course of action. The US 

Health Insurance dataset was utilized for this study. This health insurance pricing prediction aims to examine four different types of 

regression-based machine learning algorithms: multiple linear regression, ridge regression, XGBoost regression, and random forest 

regression. The implemented model's performance is assessed using four evaluation metrics: MAE, MSE, RMSE, and R2 score. 

Random forest regression outperforms all other algorithms in terms of all four evaluation metrics. The best machine learning algorithm, 

random forest, is further enhanced with hyperparameter tuning. Random forest with hyperparameter tuning performs better for three 

evaluation metrics except for MAE. To gain further insights, data visualizations are also implemented to showcase the importance of 

features and the differences between actual and predicted prices for all the data points. 
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I. INTRODUCTION

We live in a world that is full of uncertainty. People are all 
exposed to numerous types of risk, and there are different 
levels of danger and uncertainty. Risk is the possibility that 
something harmful or unexpected may occur. However, risks 
and uncertainties may not always be averted in our daily lives, 
which has resulted in the financial industry developing a 
variety of services to shield people from them by using their 
own money as compensation. Insurance is introduced as an 
effective way to guard against financial loss.  

One of the multiple forms of insurance is health insurance, 
which pays for an individual's medical costs. The sum of 
money that a customer continually pays to an insurance 
company monthly or yearly in return for this guarantee is 
called a premium. An individual who has purchased a health 
insurance policy receives coverage by paying a specific 
premium.  

Several factors influence the pricing of health insurance. 
The insurance business must precisely know the price of the 
health insurance package to sell health insurance, but 

guessing is not an appropriate strategy. Insurance companies 
are now utilizing machine learning algorithms to make a 
predictive model for health insurance pricing as a better 
approach to this research problem. The algorithms used to 
predict the prices should be accurately chosen to ensure that 
their aim is within the threshold of profitable pricing and, 
therefore, the insurance company will be able to make the 
cost-effective decision. 

In the past, insurance companies have relied on insurance 
consultants to mediate with potential customers to develop 
insurance premium packages. To expedite the process, 
machine learning can be utilized to predict the health 
insurance pricing of the insurance premiums packages with 
the help of historical customer data. In-depth research is 
necessary to fully comprehend how machine learning can 
contribute to health insurance pricing and why it should be. 
Multiple machine learning algorithms will be researched in 
this study for exposure. It is essential to comprehend their 
machine learning algorithm variations and how they will 
affect their accuracy in predicting health insurance pricing. 
By concentrating on the correct customer data, the accuracy 
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in predicting health insurance pricing helps insurance 
companies manage their cost-effective decisions. The ideal 
machine learning algorithm will be selected by evaluating its 
performance after testing each machine learning algorithm. 
Throughout this research, the efficacy of various machine 
learning algorithms will determine the most critical 
contributing algorithm. 

This research aims to obtain a health insurance pricing 
dataset, analyze the dataset, preprocess data for machine 
learning algorithms, implement four machine learning 
algorithms, evaluate and compare the performance of 
machine learning algorithms used, and visualize a predictive 
model for health insurance pricing. 

II. MATERIAL AND METHOD 

A. Overview of Machine Learning for Health Insurance 

Pricing 

The primary factor influencing customer choice is price, as 
insurance companies frequently undercharge to broaden 
customer numbers and generate more business. The 
cornerstone of insurance companies is undoubtedly 
competitive pricing, as multiple insurance companies 
compete to offer the best prices and services. As a result, 
customers may compare the prices of several insurance 
providers, thanks to the rising price comparison websites in 
the insurance sector. Without a doubt, the customers will pick 
the most inexpensive plan. Accuracy in predicting the 
competitive price of an insurance plan is a vital part of 
attracting a customer. However, human error may occur 
during the insurance underwriting process, and for insurance 
companies, inaccurate pricing is a considerable risk since it 
can result in operational and bankruptcy risks. In a recent 
study of auto insurance premium leakage, missing or incorrect 
underwriting data has jeopardized insurers' rating strategies, 
costing them at least $29 billion annually [1]. Machine 
learning is used to achieve better results, avoid this issue, and 
make insurance pricing more accurate.  

Machine learning has become more prevalent in 
commercial applications due to technological advancements 
and the reality of big data in various sectors. Health insurance 
firms have been using artificial intelligence and machine 
learning to enhance business operations and better serve 
customers. Artificial intelligence can accomplish multiple 
tasks at a much faster rate as it may collect data, process it, 
and present the user with the best outcome [2], [3], [4], [5], 
[6], [7], [8], [9]. In this case, it may be particularly suited to 
jobs that insurance consultants frequently carry out at a slower 
pace because, previously, generalized linear models were 
used to establish most insurance rates [10]. 
   Various datasets have been used in related studies which 
heavily rely on machine learning algorithms to estimate 
healthcare expenses. Most studies have improved 
performance by including cost-related inputs such as prior 
total expenses and prescription prices. In contrast, some 
studies only depend on demographic and clinical information, 
such as diagnostic groups and medical tests, to create 
predictions [11], [12], [13]. Among all the machine learning 
algorithms used in healthcare price prediction, gradient 
boosting has consistently emerged as a top performer in 
accurately predicting healthcare costs, which is an ensemble 

learning approach that sequentially integrates weak regression 
tree models, using iterative optimization to minimize loss and 
use the minor absolute deviation. 

Machine learning in health insurance pricing will 
undoubtedly help insurance companies as it may assist them 
in maximizing the use of the data, they have access to and 
improving their operations in various ways. Machine learning 
may assist insurance pricing by predicting the premiums 
resulting from machine learning algorithms trained on past 
data and applied to current data. Applying these algorithms 
may make evaluating risk, claims, and consumer behavior 
more transparent as they have more significant and quicker 
prediction accuracy than humans [14]. As a result, insurance 
companies may grow their business with more personalized 
plans for their customers and precisely identify potential new 
customers. 

B. Review of Machine Learning for Health Insurance Pricing 

Multiple machine learning techniques for resolving issues 
with insurance pricing prediction or healthcare have been 
published over the years. In several areas, machine learning 
has enhanced the diagnosis of illnesses and healthcare 
interventions, assisting in developing complex predictive 
analytics models to predict chronic disease [15]. It is also 
widely used by car insurance companies to determine the 
decision to renew the insurance based on data on business 
channel features, no-claim discounts, car age, and new car 
purchase prices [16]. These studies show that machine 
learning improves illness diagnosis and a wide range of areas, 
including the insurance sector.  

In the insurance sector, machine learning algorithms can 
also be implemented using historical data from past customers 
to predict the premium prices for new customers. The authors 
of this research did a predictive analysis of the cost of medical 
insurance based on customer information, including gender, 
age, smoking status, body mass index (BMI), number of 
children, location, and premium costs [17]. This kind of 
research occurs because the calculations used to determine 
health insurance premiums are complicated, and actuaries that 
insurance companies often employ must consider the prices 
that are suitable to insurance companies as they must make 
profits by amassing more money than they need to cover their 
customer's medical expenses to stay in business [18]. In 
addition, this research is also conducted due to common 
mistakes made by humans. The old method of calculating 
health insurance costs is complex for insurance firms because 
human involvement in this process might occasionally result 
in incorrect or flawed outcomes [19].  

Machine learning has several benefits for health insurance 
pricing, such as large-scale data analysis. Machine learning 
algorithms can analyze massive volumes of data and see 
patterns and trends humans would miss. As a result, it may be 
able to assess the risk profile of their policyholders and 
determine the insurance premium prices more accurately. 
Other than that, machine learning algorithms may be trained 
on past data to forecast a customer risk profile or likelihood 
of filing a claim, and this information may be utilized to create 
customized insurance prices. 

In this age of modern technology, data has paved the way 
for machine learning to become a strategic ally for calculating 
health insurance pricing. Previously, actuaries employed 
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statistical techniques to evaluate risk and pricing. Before the 
1980s, they used linear regression, but this has changed with 
the development of the generalized linear model (GLM). 

However, because GLM is neither real-time nor dynamic, 
it is less accurate today. This is the critical factor driving 
machine learning's rise in popularity because machine 
learning algorithms can assist actuaries in moving toward 
dynamic and data-driven pricing from data preparation to 
real-time pricing. The use of machine learning algorithms 
generates precise and fair analyses of the cost of health 
insurance packages while proving how actuarial models can 
be outperformed by machine learning models [20], [21].  

Machine learning can be used in health insurance pricing, 
such as risk assessment. Based on variables like age, gender, 
pre-existing conditions, and medical history, machine 
learning algorithms may be trained on historical data to 
estimate a policyholder's risk profile. This information may 
be utilized to create more personalized insurance premium 
prices. Other than that, it can also be helpful in fraud 
detection, where patterns and abnormalities in health 
insurance claim data pointing to fraud can be found using 
machine learning algorithms. This can aid in reducing costs 
and enhancing the accuracy of risk assessment by assisting 
insurers in identifying and preventing false claims. Overall, 
using machine learning in health insurance pricing can assist 
insurers in personalizing their goods and services, better 
understanding of managing risk, and increasing productivity, 
which may increase client satisfaction. 

With machine learning, a form of artificial intelligence, 
insurance companies may anticipate outcomes more 
accurately without being explicitly instructed. Regression 
algorithms are used to predict health insurance premiums 
using machine learning. Regression belongs to one of the 
subcategories of machine learning and artificial intelligence, 
which is supervised learning. Regression helps determine how 
independent traits or variables relate to a dependent feature. It 
is also a machine learning predictive modeling technique that 
is frequently used to forecast continuous outcomes. In some 
cases, classification and ensemble methods are also utilized 
by researchers to predict insurance premiums. 

In this study, it is expected that this research will 
comprehend each proposed model's idea and operation. Past 
research did not examine multiple high-performance machine 
learning algorithms in a study. This study will use four high-
performance machine learning algorithms as a comparative 
analysis. Additionally, four performance score evaluations 
will be found to gauge their effectiveness. Their final scores 
will be compared to identify the best machine learning 
algorithm for health insurance pricing from the US Health 

Insurance dataset. The same dataset will be used to test each 
strategy to ensure the research is not biased toward machine 
learning algorithms. Data visualizations are also implemented 
to showcase the importance of features and the differences 
between actual and predicted prices for all the data points. 

C. Machine Learning Algorithms 

In this research problem domain, machine learning is often 
utilized to solve the problem of forecasting insurance 
premiums. Machine learning algorithms discover the data's 
underlying patterns in a way controlled by a particular set of 
hyperparameters. Trial and error are used to find the ideal set 
of hyperparameters that results in the model that provides the 
more accurate prediction. Multiple machine learning 
algorithms may be used to examine and predict outcomes 
based on input data in the context of regression algorithms. 

1)   Regression Algorithms: 

Regression is the most widely used machine learning 
algorithm in predictive modeling due to its usefulness in 
forecasting, time series modeling, and determining the causal 
connection between variables. Regression is a statistical 
technique used in machine learning to forecast a continuous 
outcome variable (the dependent variable) by one or more 
predictor variables (the independent variables).  

To create a regression model, a machine learning algorithm 
is trained on a dataset containing the predictor and outcome 
variables. The dataset is often used to create a training set and 
a test set, with the training set used to develop the model and 
the test set used to assess its effectiveness. The method 
calculates the coefficients of the predictor variables to create 
a model that can generate predictions based on an equation.  

For example, a regression model might forecast a house's 
price based on size and location. [22] conducted a house price 
prediction using a machine learning model that utilized 
locational, structural, and neighborhood attributes. Then, the 
dataset on the size, location, and cost of houses would be used 
to train the model to create a model that can forecast the price 
of a property based on its estimation of the coefficients of the 
size and location variables. 

Regression methods come in various forms, including 
multiple linear regression, ridge regression, and more. The 
exact problem being addressed, and the data type being used 
will determine the algorithm to use. Despite the different 
types of regression in supervised learning, the researchers' 
steps to conduct predictive modeling are usually similar. 
Figure 1 shows the usual steps of conducting predictive 
models. 

 

 
Fig. 1  Steps for Predictive Modeling 

 
The regression method is the most commonly employed in 

predicting insurance premium prices. Ridge and most minor 
absolute shrinkage and selection operators (LASSO) are used 
to fit their machine learning model for lapse prediction in life 
insurance contracts [23]. Additionally, in a recent study of 

health insurance cost prediction using regression models, 
multiple regression models, such as ridge regression, LASSO 
regression, linear regression, multiple linear regression, and 
polynomial regression, are used to create a method for 
predicting insurance cost and pricing in real time [10]. The 
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study explains why machine learning algorithms, or particularly 
regression, are being utilized in health insurance pricing, and it 
will help insurance businesses in the market by making quick and 
straightforward premium value determinations. Moreover, 
supervised learning in machine learning is also more accurate 
than generalized linear models [18]. 

A study predicted the cost of health insurance premiums 
based on an individual's age, sex, BMI, number of children, 
smoking habits, location of residence, and individual 
insurance premiums billed by health insurance by using 
regression algorithms, which are multiple linear regression 
(MLR), LASSO, and random forest regression [18]. The 
scores of this study demonstrated that random forests had the 
highest level of effectiveness compared to the others while 
suggesting insurance companies develop the algorithm.   

Predicting the insurance premium charge may help 
governments forecast the price to help them decide on health-
related issues [24], [25]. The study compared the performance 
of four regression models: multiple linear regression, decision 
tree regression, support vector regression, and random forest 
regression. The study's findings showed that random forests 
outperform the other three models by their evaluation metrics. 
Additionally, it was discovered that age and BMI are features 
that decide the dependent variable by using multiple linear 
regression with backward elimination. 

A study by [26] used a diverse method of regression 
algorithms. This paper offers a computational intelligence 
technique for forecasting healthcare insurance costs. The 
suggested study methodology uses random forest regressor, 
multiple linear regression, ridge regression, and linear 
regression. This study aims to compare the forecasting 
accuracy of several regression models and demonstrate how 
they might estimate insurance costs. However, the results of 
this study indicate that an ensemble method model performs 
better than the other algorithms with an accuracy of 86%. 
Regression is a powerful technique for analyzing variables' 
relationships and predicting continuous outcome variables. It 
is frequently employed in various fields, including 
economics, finance, and health care. 

2)   Ensemble Algorithms: 

Other than straightforward regression algorithms used in 
predicting insurance premiums, ensemble algorithms are also 
occasionally employed. Machine learning approaches known 
as ensemble algorithms combine the predictions of several 
models to get more accurate predictions. Ensemble 
approaches come in various forms, such as boosting, bagging, 
and stacking. The accuracy of forecasts may be increased, and 
the variance of the model can be decreased by using ensemble 
approaches. By combining the predictions of many models, 
ensemble techniques may be utilized to increase the accuracy 
of forecasts in the context of forecasting insurance premiums. 

Boosting algorithms successively train several weak 
models, combining their predictions to get a final prediction. 
Overall, a more robust model results from training each weak 
model to fix the error produced by the prior model. Bagging 
algorithms simultaneously train several different models and 
then integrate the results to provide a single forecast, which 
can lower the model's variance and increase the predictability 
of results. The last ensemble algorithm is the stacking 
algorithm. Multiple base models are trained using stacking 

techniques, and their predictions are then used as features in a 
model that provides the final prediction. As a result, the model 
may capture complicated relationships between the basic 
models. 

In a study by [27], the authors focused on ensemble 
algorithms and developed three new algorithms for managing 
medical insurance costs using supervised learning models.  The 
authors built boosting models based on stochastic gradient 
descent and regression trees. The algorithms bagged 
classification, regression tree (CART), and random forest were 
also proposed. Accuracy was higher with the boosting and 
stacking ensembles than bagging, k-nearest neighbor, support 
vector machine, regression tree, linear regression, and 
stochastic gradient boosting used to construct the stacking. The 
random forest method is employed to merge the forecasts. The 
examination of the cited studies demonstrated that ensembles 
are more successful than a single machine-learning algorithm. 

Leverage machine learning algorithms are used to predict 
medical costs, aiming to guide customers towards more 
affordable healthcare options [28]. The authors utilized two 
ensemble algorithms, random forest, and gradient boosting. 
The study revealed that the gradient boosting produced the 
highest accuracy in predicting the price of medical costs. 
Ensemble algorithms can help estimate insurance premiums 
because they may increase the accuracy of the forecasts by 
combining the results of many models. They can also make the 
model more stable and lower the variance of the predictions. 
However, they can be more challenging to build and require 
more processing power to train and test. In general, ensemble 
approaches can help anticipate insurance rates and increase the 
precision of such projections. 

D. Theoretical Framework 

1)   Machine Learning Algorithm – Multiple Linear 

Regression: 

When attempting to determine the relationship between 
variables, the term regression is used. That relationship is 
employed in machine learning to forecast how future events 
will turn out. Linear regression is one of the regression 
techniques that has been widely used for predicting the value 
of a variable based on the value of another variable. A 
regression model known as linear regression uses a straight 
line to estimate the relationship between a dependent variable 
and one independent variable. The simple linear model in the 
statistical world can be a single variable linear regression, as 
in Eq. 1. 

  � = �0 +  �1 + � (1) 

There will always be some disparity between the values 
predicted by linear regression models and the actual values. 
That is when an error term is included that considers the 
discrepancy and aids in prediction. However, multiple 
predictors are frequently used to predict the outcome due to 
the dataset. For instance, using the dataset in this study, 
knowing whether the dependent variable and the six 
independent variables are connected in any way is a crucial 
step. Hence, the multiple linear regression model is a better 
algorithm for this scenario than simple linear regression. Like 
simple linear regression, multiple linear regression is a 
statistical method that assesses the strength of the connection 
between several independent variables and a dependent 
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variable using a straight line, much like simple linear 
regression. In a simple linear regression, there is only one 
independent variable and one dependent variable. In contrast, 
in a multiple linear regression, there are many predictor 
variables, and the value or outcome of the dependent variable 
is now calculated based on the values of the predictor 
variables. The equation is now modified from simple linear 
regression to Eq. 2. 

  � = �0+�1�11 + �2�2  + … + �m�m + � (2)  

In this study, Y is the insurance premium price predicted 
using several predictors or independent variables, which is x in 
the equation. It offers a straightforward method for predicting 
dependent variables by determining the Y corresponding to an 
x collection. In multiple linear regression, some of the 
independent variables may be correlated, so checking these 
before developing the regression model is essential. This is 
because of the foundation of multiple linear regression, which 
is the presumption that the connection between the dependent 
and independent variables is linear. Additionally, it is assumed 
that the independent variables have little to no association with 
each other, so if two independent variables are highly 
correlated, then only one of them should be used in the 
regression model. 

The benefit of multiple regression is that it presents the 
prediction from various decision-making perspectives. It 
enables more complex models where numerous variables could 
be in play for a given outcome. However, any drawbacks of 
employing a multiple regression model are often related to the 
data employed using inadequate data and incorrectly assuming 
a correlation to be a cause of misleading results. 

2)   Machine Learning Algorithm: Ridge Regression: 

Another approach for predicting health insurance pricing 
using machine learning is ridge regression. Ridge regression 
is one of the subcategories of regression algorithms in 
machine learning for analyzing multicollinear multiple 
regression data. Multicollinearity is a situation where more 
than two independent variables have strong correlations. 
Statistical conclusions will be less accurate if independent 
variables are multicollinear. When multicollinear 
independent variables are present in linear regression models, 
a ridge regression estimator was created as a potential 
substitute for the imprecision of the algorithm. The 
fundamental goal of ridge regression is to take the dataset and 
fit a new line into it without overfitting the model.  

Although the variations in linear regression estimates are 
relatively wide and may be fairly distant from the real value, 
they tend to be unbiased. Ridge regression lowers the standard 
errors by adding some bias to the regression estimates. In 
essence, it seeks to obtain more accurate estimations. The 
ridge regression estimator is as in Eq. 3. 

   � = (	T	 + 
�)-1	TY  (3) 

Linear regression is similar to ridge regression, but the 
penalty term ensures that the coefficients are not too 
significant. The penalty term is lambda, which is a positive 
value. By increasing the value of lambda, the penalty term 
becomes more robust and less likely to overfit. This might be 
helpful whenever there is a lot of noise in the data since it 
keeps the model from being overly sensitive to specific data 
points. 

The advantage of ridge regression is that it prevents the 
model from overfitting and does not need unbiased estimators. 
When there is a considerable amount of multivariate data and 
more predictor variables than outcome variables, ridge 
regression performs better. When there is multicollinearity, the 
ridge estimator seems to be quite helpful in enhancing the least-
squares estimate as the adverse effects of correlated features on 
regression models are often severe. Still, these effects are 
significantly reduced when the penalty term is applied. 

Ridge regression has the drawback of being computationally 
demanding, as it requires more data to produce accurate results. 
Since it can be applied even when the data contains outliers, it 
can result in unpredictable outcomes, which makes it 
challenging to interpret the model's findings. 

3)   Machine Learning Algorithm: XGBoost Regression: 

XGBoost is one of the new, well-known, and practical 
implementations of the gradient-boosted trees algorithm, 
which is based on function approximation by optimizing 
certain loss functions and using a variety of regularization 
approaches. XGBoost is a supervised learning technique that 
is very beneficial for predicting problems with data sets and 
missing values. It has been developed and known to be very 
effective, fast, adaptable, and portable in many cases.  The 
main goal of the development of XGBoost was to enhance the 
performance and computational speed of machine learning 
models. Figure 2 shows an example of XGBoost 
implementation. 

 
Fig. 2  XGBoost Implementation 
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XGBoost is a boosting method that combines classifiers 
with weights adaptively altered at each step to give more 
weight to the examples incorrectly categorized or known as 
weak learners in the earlier phase. Boosting uses weighted 
copies of the learning sample as the basis for classifiers. Each 
independent variable is given a significant weight in XGBoost 
before being put into the decision tree that predicts outcomes. 
Before being put into the following decision tree, previously 
mispredicted variables are given additional weight. Then, a 
robust and precise model is created by combining these 
various predictors. To make a high level of accurate 
predictors, XGBoost adds predictors sequentially to the model 
and corrects earlier predictors.  

Similar to random forest, XGBoost is capable of handling 
massive data sets. Tree algorithms like XGBoost and random 
forest can be used with nonlinear or clustered data without 
normalizing features. The main difference between random 
forests and XGBoost is that random forests are built in parallel 

while XGBoost is built sequentially. In comparison to 
XGBoost, random forests are more straightforward to tune. 
Some disadvantages of this method include that this XGBoost 
algorithm may overfit the data when dealing with noisy data. 

4)   Machine Learning Algorithm: Random Forest 

Regression: 

Random forest regression is an ensemble machine learning 
method commonly used for regression and other training-
required tasks. It builds multiple decision trees to increase 
prediction effectiveness further. Bagged decision trees in 
random forest regression produce many trees. This means a 
random forest comprises several trees built in a specific 
random manner. In a random forest, the trees run in parallel. 
Therefore, they do not interact as they run [29]. Figure 2 
shows an example of random forest prediction 
implementation. 

 
Fig. 3  Random Forest Implementation 

 
In the case of regression, they begin at the tree's root and 

proceed in splits depending on possible outcomes until they 
reach a leaf node, at which point the conclusion is revealed. 
As in Figure 2, a separate tree sample of rows is used to build 
each tree, and a different tree sample of characteristics is 
chosen for splitting at each node. The next step is that each 
tree will make a unique prediction on its own, and then a 
single outcome will be produced by averaging these 
predictions, depending on how many trees are created. The 
best of the projections made by the forest's trees represent a 
prediction from random forest regression. As a result, the 
averaging improves the random forest's accuracy and 
overfitting over a single decision tree. The sum of all models 
for the random forest regressors can also be represented in the 
following Eq. 4. 

 g(x) = f0(x) + �1 (x) + f2 (x) + �3 (x) +  … + fn (x) (4) 

Regression requires Predictions over the individual 
decision tree's mean or average. Random forest regression 
compensates for the inclination of decision trees to overfit 
their training set. Random forest typically outperforms single-
decision trees. However, the data quality might also impact 
how well they function [30]. A random forest model is a 
robust and precise regression algorithm. It often delivers 

excellent results on various issues involving non-linear 
connections. In cases where random forest regression delivers 
a poor score result, it may be due to inadequate data wrangling 
and the utilization of unnecessary variables. In addition, it 
may not escape from some disadvantages, such as the 
potential for overfitting and the need to select how many trees 
to include in the model on our own. 

5)   Evaluation Metrics: 

Model evaluation is a significant element of creating a 
robust and accurate machine learning model. Machine 
learning algorithms use evaluation metrics to evaluate a 
model's performance and compare other models' 
performance. It may assess how effectively the model can 
predict the dependent variable from the independent variables 
by providing a numerical assessment of its accuracy and 
goodness of fit. For regression tasks, the four most popular 
metrics are mean absolute error (MAE), mean squared error 
(MSE), root mean squared error (RMSE), and R-squared (R2) 
score. MAE measures the average absolute difference 
between predicted and actual values, while MSE measures the 
average squared difference. RMSE is the square root of MSE, 
which is easier to grasp and comprehend than the MSE since 
it is given in the same units as the original data. R-squared 
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measures how well the model fits the data in a regression 
problem. It indicates how much of the variance in the 
dependent variable is explained by the independent variables 
in the model. As for MAE, MSE, and RMSE, a lower value 
indicates a lower error in the algorithms, while in R-squared, 
higher numbers suggest a better fit of the model to the data 
and can vary from 0 to 1. 

E. Methodology 

In this research, an implementation will be made for 
development. It is used to show the functionality of the 
finished system, which is a crucial phase in this research 
process. In this study, the implementation will be expected to 
load the dataset first before performing exploratory data 
analysis (EDA) then by data pre-processing, and lastly by the 
algorithm implementations. Four high-performing machine 
learning algorithms will be implemented: multiple linear 
regression, ridge regression, XGBoost regression, and 
random forest regression. 

1)   Dataset: 

The implementation will start with loading the dataset. The 
dataset used for model training in the implementation is the 
US Health Insurance dataset. It is widely used in machine 
learning related to research and work. The dataset contains 
information on the health insurance coverage of customers, 
including their age, sex, body mass index (BMI), number of 
children, smoking status, residential area, and charges of each 
customer.  

The dataset obtained is in a comma-separated values (CSV) 
format, which requires a Python library, Pandas, to load it. 
The Pandas library is a well-known library for handling data 
in the Python programming language, as it offers a variety of 
features and resources for reading, modifying, and analyzing 
data. Thus, the read CSV function from Pandas is used to read 
data into a Pandas data frame from a CSV file, as it is easier 
to store and work with data in data frames, which are two-
dimensional data structures similar to tables.  

2)   Exploratory Data Analysis: 

Upon successfully loading the dataset, gaining insight from 
the data by performing EDA is important, as it allows one to 
comprehend the data better and spot any problems or potential 
areas of interest that need more analysis. Similar to loading 
the dataset, the Pandas library would also be mainly utilized 
in EDA due to its usefulness in performing essential steps.  

In this section, the distribution of premium prices will be 
visualized first. This dataset clearly shows that the 
distribution of premium prices is right-skewed, as in Figure 4. 
This shows that premium prices are more frequent at the lower 
end of the pricing range and less frequent at the upper back, 
as customers take them. 

The next step would be investigating the relationship 
between a dependent variable and its independent variables to 
comprehend their relationship. In this case, the dependent 
variable is 'charges,', and the independent variables are ‘age,’ 
‘sex,’ ‘body mass index,’ ‘children,’ ‘smoker’, and ‘region.’ 
It is essential as it may help recognize the data's underlying 
relationships and identify significant variables that may affect 
the result. In Figure 5, a higher age would have higher 
charges. This indicates the greater risk of filing a claim or 

having more risk in life is frequently linked with older 
customers, which might be contributing reasons. 

 

Fig. 4  Distribution of Premium Prices 
 

Fig. 5  Scatter plot of Age vs Charges 

 

Fig. 6  Bar Plot of Premium Prices against Region and Sex 

 
Then, the following predictor variables would be region 

and gender. Figure 6 on the left shows that the southeast has 
the highest prices while the southwest and northwest have the 
lowest. This could be due to some possible factors: the cost of 
healthcare in the area is more significant to compensate for 
those expenditures, a region with a higher risk profile, or a 
different region with different insurance regulations. The 
following plot at the right in Figure 6 shows that in every area, 
male customers tend to pay higher premium prices except for 
the northwest region, which is almost the same as the female 
charges. It can be said that males can be subject to higher 
premium prices. Due to their perceived increased risk of filing 
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a claim, males may be subject to higher rates. They may result 
from a greater accident rate, or a higher percentage of 
dangerous activities compared to females.  

Next, it is essential to look at the smoking status of a 
customer. In Figure 7, it is demonstrated that a smoker has a 
way higher insurance premium price than a non-smoker on 
average. Smokers may pay higher insurance rates since they 
are thought to be more likely to file a claim. This might be a 
result of the increased risk of smoking-related illnesses such 
as lung cancer and stroke. Insurance firms may increase their 
rates to offset the higher risk of filing a claim and the medical 
expenditures.  

Fig. 7  Bar Plot of Average Premium Prices of a Smoker and Non-smoker 
 

 

 
Fig. 8  Scatter plot of BMI vs Charges 

 

On the upper side of Figure 8, it is unclear that a higher 
BMI would have higher charges. No particular trend can be 
established between BMI and the premium price to a 
customer. However, on the lower side of Figure 8, the charges 
of the premium insurance paid by a customer who smokes 

significantly grow for people with a higher BMI. This may be 
because a higher BMI is frequently seen as a risk factor in 
addition to smoking and is associated with a higher chance of 
developing specific health issues, including diabetes, heart 
disease, and stroke, which result in higher insurance premium 
prices. Because of their BMI, customers at a higher risk of 
filing a claim may be subject to increased rates from insurance 
providers. 

The last independent variable would be the number of 
children. As seen in Figure 9, there is no significant trend in 
the average charges by the number of children. This may be 
because customers with more children, for instance, may 
occasionally pay lower prices since it is thought that there are 
fewer things like fewer accidents or dangerous conduct. 
However, people with more children may pay more 
significant premiums under other circumstances because they 
require more insurance coverage. For instance, a family with 
additional children may need more excellent health insurance 
protection because they may incur more medical costs.  

 

Fig. 9  Bar Plot of Average Premium Prices of a Smoker and Non-smoker 

 

Figure 9 above shows that the customer with the highest 
number of children has the lowest premium price. This could 
be supported by Figure 10 below, which shows that customers 
with more children smoke less. 

 

Fig. 10  Violin plot of Charges by Number of Children and Smokers 
 

With the information gained above, the last step would be 
to check the correlation between each variable. Figure 11 
shows the correlation between each variable. There is no 
significant correlation between variables except for smoking 
and the charges. It is expected to be highly correlated with the 
findings and plot. 
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Fig. 11  Heatmap of the variables 

3)   Data Pre-processing: 

Upon getting insight into the data during EDA, is it 
expected to process the data before executing the simulation 
to make it more suitable for analysis and modeling? In this 
dataset, there are no missing values, which means there is no 
need to replace the missing values or drop the missing rows 
or columns. 

However, in the dataset, three columns are categorical 
variables: “sex,” “smoker,” and “region.” Categorical 
variables must be encoded to be utilized in machine learning 
algorithms and made readable by machines. Thus, 
LabelEncoder converts the category data type to numerical 
data type for these three columns. 

4)   Regression Implementations: 

After data pre-processing, the data is suitable for machine 
learning algorithms. Multiple linear regression, ridge 
regression, XGBoost, and random forest were implemented to 
address this problem. To complete this phase, it is necessary 
to import sklearn, pandas, matplotlib, and other Python 
modules that were needed during the implementations. Before 
fitting the data into the regression algorithms, the dataset will 
be split using a train-test split with a 30 percent test size.  

After the train-test split phase, all four algorithms will then 
be implemented. The selected algorithm can then be further 
evaluated using evaluation metrics such as mean absolute 
error (MAE), mean squared error (MSE), root mean squared 
error (RMSE), and R-squared score. Among all the four 
algorithms, the best-performing algorithms are then fine-
tuned by performing hyperparameter tuning using GridSearch 
cross-validation (GridSearchCV). It will find the optimal set 
of hyperparameters for a specific algorithm by searching 
through a given parameter grid. It uses a set of parameters to 
search for and gauge the model's effectiveness. It performs a 
cross-validation technique for each combination of 
parameters. GridSearchCV then returns the parameters that 
performed the best on the validation set. A new set of 
hyperparameters was built for the best-performing algorithm 
based on the outcomes of the hyperparameter tuning. 

5)   Data Visualization Implementations 

After getting the results of each algorithm, data 
visualizations of the differences between actual and predicted 
will be implemented for all the algorithms. These 
visualizations clearly understand the data and help interpret 

the results. The pseudocode of how the algorithms do the 
visualizations is shown below. 
------------------------------------------------------------------------- 
Actual vs Predicted Data Visualization of Algorithms 
------------------------------------------------------------------------- 
1. algorithm_names = [Multiple Linear Regression, Ridge 
Regression, XGBoost Regression, Random Forest, Random Forest 
with GridSearchCV] 
2. for each algorithm in algorithm_names: 
3.  Plot title of the algorithm 
4.  Plot y-axis range limits between -15,000 and 25,000  
5.  Plot y-axis label is 'Price Difference' 
6.  Plot x-axis label is 'Customer Number.' 
7. Construct a scatter plot of differences between actual and 
predicted prices for the algorithm 
8. Construct the horizontal line of y=0 for the scatter plot   

------------------------------------------------------------------------- 

III. RESULTS AND DISCUSSION 

All the machine learning algorithms implemented are 
evaluated using the evaluation metrics: MAE, MSE, RMSE, 
and R2 scores. The results of the algorithms are recorded in 
Table I. Table I records the findings of the algorithms with the 
default parameters for all algorithms and shows that the 
random forest method fared best compared to the other 
algorithms. It has the lowest MAE, MSE, RMSE and the 
highest R2 score among all the models. This suggests that the 
random forest model had the highest predictive power among 
all the algorithms utilized in this study. Notably, the XGBoost 
method outperformed the linear and ridge regression models 
with better MAE, MSE, and RMSE values and a higher R2 
score. The linear and ridge models, on the other hand, had 
higher error values and lower R2 scores. Based on these 
results, it can be said that tree-based models, which are the 
ensemble methods, perform better than linear and ridge 
models in forecasting the cost of health insurance, with 
random forest being the most accurate of the models tested. 
The Random Forest algorithm of building an ensemble of 
independent decision trees can lead to better overall 
performance than XGBoost, which relies on sequential 
boosting and may incorrectly boost the wrong earlier 
predictors. 

TABLE I 

EVALUATION METRICS SCORE 

Model MAE MSE RMSE   R2 Score 

Linear 4155.24 33805466.9 5814.25      0.77 
Ridge 4167.79 33839690.23 5817.19      0.77 
XGBoost 2873.59 26515250.37 5149.29      0.82 
Random 
Forest 

2572.27 21614066.78 4649.09      0.85 

 
As random forest performs the best in Table I, the 

algorithm is fine-tuned by performing hyperparameter tuning 
using GridSearchCV. The algorithm's final results after 
applying hyperparameter tuning are shown in Table II. The 
MAE of the two models is also relatively close, indicating 
similar performance in this metric. Except for the MAE, all 
three-evaluation metrics, MSE, RMSE, and R2 Score, have 
improved after applying GridSearchCV to random forest. 
This implies that the random forest with the GridSearchCV 
model outperforms the default parameters random forest 
model in predicting health insurance pricing. 
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TABLE II 

EVALUATION METRICS SCORE 

Model MAE MSE RMSE R2 Score 

Linear 2332.32 21614066.78 4649.09      0.85 
Random 
ForestGS 

2617.76 19698670.62 4438.32      0.86 

 

The visualization of the differences between the actual and 
predicted prices for all data points is shown in Figure 12. As 
visualized, both random forest plots are scattered closely to 
the zero horizontal line compared to the other algorithms, 
which indicates there are slight differences in the predicted 
data from the original data with random forest, with 
GridSearchCV implemented being the most of the expected 
data points are closest to 0. 

 

 

 
Fig. 12  Actual vs Predicted Data Visualization of Algorithms 

IV. CONCLUSION 

The price of health insurance is a challenging issue that 
calls for the application of modern technologies like machine 
learning. This study investigates the suitability of artificial 
intelligence methods based on machine learning for 
estimating health insurance prices. The high-performing 
machine learning algorithms for predicting healthcare 
insurance prices have had their performance outcomes 
compared, such as multiple linear regression, ridge 
regression, random forest regression, and XGBoost 
regression, to address this problem. The algorithms show 
excellent results in the evaluation metrics tested, and the 
random forest algorithm produced the best results. After 
applying the hyperparameters tuning on the random forest 
algorithm using the GridSearchCV, the algorithm showed 
three more improvements in the evaluation metrics assessed. 
Additionally, visualizations of the differences between the 
predicted and actual price for all data points for these models 
demonstrated their ability to predict health insurance pricing 
accurately. Healthcare providers and insurance companies 
can use these findings to make more informed decisions about 
insurance pricing and coverage.  

Additional adjustments can be made to enhance the 
effectiveness of the algorithms used. In future work, this 
research can be extended by incorporating more advanced 
machine learning algorithms, such as deep learning methods 
like convolutional neural networks and recurrent neural 
networks, to increase the predictions for health insurance 
pricing. Another direction for future research is the 
application of ensemble approaches, which hybridize many 
algorithms that may be investigated to raise overall accuracy. 
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