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Abstract— In response to the rising popularity of online training, this study addresses the crucial need for effective assessment methods 

at PT XYZ. The research focuses on developing a comprehensive solution through a data visualization dashboard and a machine 

learning model. The data visualization dashboard, created using Tableau, provides an interactive platform for exploring training data. 

It offers valuable insights into employees learning progress and needs, empowering them to monitor their advancement and identify 

areas for improvement effectively. Simultaneously, a machine learning model was developed using Python and Google Collab, 

employing decision trees and random forest algorithms. The model exhibited promising results with an accuracy rate of 69% for 

decision trees and 70% for random forests, indicating its proficiency in predicting skill groups. Furthermore, the study rigorously 

evaluated the dashboard and machine learning model using a 20% holdout dataset, affirming their effectiveness. The dashboard, 

deployed on a web server, ensures accessibility to all PT XYZ employees, enhancing user experience and engagement. Notably, the 

dashboard's user-friendly interface allows employees to actively participate in their learning journey, while the machine learning model 

generates personalized training recommendations based on their progress and needs. In summary, this research provides a practical 

and innovative solution to the challenge of online training assessment at PT XYZ. By combining data visualization techniques and 

machine learning algorithms, the developed tools significantly enhance the efficiency and effectiveness of training programs. These 

findings contribute valuable insights into online training assessment methodologies and pave the way for improved learning experiences 

in the digital age. 
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I. INTRODUCTION

The first outbreak of the Covid-19 pandemic in Wuhan, 

China, in December 2019, has spread worldwide, becoming a 

global pandemic that has impacted the healthcare, social, 

economic, and environmental sectors [1], [2]. Many countries 

have implemented lockdowns and social restrictions to 

minimize the spread of the virus, forcing people to adapt to 

new situations, such as the concept of work-from-home 

(WFH), to limit public mobility [3]–[5]. This pandemic has 
increased the utilization of technology to replace face-to-face 

activities, including learning, working, and even shopping. 

The WFH concept offers advantages such as flexibility and a 

better work-life balance, thus opening new opportunities to 

leverage online technologies in the workplace [6]. In 

Indonesia, the transition from a pandemic to an endemic status 

of COVID-19 has influenced government policies regarding 

restrictions on public activities, including changes in the 

working environment toward more freedom [7]. Companies 
like PT XYZ need to establish policies on adopting a work-

from-office (WFO) or WFH approach.  

PT XYZ is a telecommunications company with over 5000 

employees that provides training programs as one of its 

policies to enhance employee productivity and performance 

and strengthen the company's culture [8]. Digitalization 

serves as PT XYZ's solution in managing employee training 

procedures, especially during the pandemic, by adopting 

online learning services from various providers such as 

Udemy, Percipio, and LinkedIn Learning [9]. In the past, PT 

XYZ implemented onsite training initiatives. However, due to 

the pandemic outbreak, the company was compelled to 
impose limitations on physical mobility. Consequently, the 

firm had to change its training methods by transitioning to 

online platforms to ensure the continuity of its training 

programs. Currently, PT XYZ continues to conduct training 

activities online in conditions in Indonesia that are getting 

better from a pandemic to an endemic, offering access to 
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online learning services divided into two types: assigned 

learning and self-learning [10]. To cater to the assigned 

learning type, organizations want technologies that can 

effectively facilitate the process of picking training courses 

that align with both the specific field of work and the 

individual preferences of employees, ensuring accuracy in the 

training selection process. 

To achieve those goals, several data classifications can be 

used. Classification is a supervised machine learning method 

where the model tries to predict the correct input data label 
[11]. When doing classification, the model is fully trained 

using the training data, assessed using test data, and then 

utilized to make predictions on fresh, unused data [12]. Two 

widely employed techniques for data classification are 

decision trees and random forests [13]. Most decision trees 

are made up of two major procedures: the building (induction) 

and the classification (inference) procedures [14]. As decision 

trees use the “divide and conquer” method, they perform well 

if a few highly relevant attributes exist but less if many 

complex interactions are present [14].  

The decision tree algorithm is associated with certain 
drawbacks. Firstly, it exhibits an unstable nature, which is a 

notable weakness. This means that even slight modifications 

in the input data can lead to substantial alterations in the 

structure of the decision tree. Secondly, the algorithm is less 

proficient in accurately forecasting outcomes based on 

continuous variables [15]. The Random Forest (RF) classifier 

exhibits lower sensitivity than other machine learning 

classifiers about the quality of training samples and 

overfitting. This is attributed to generating many decision 

trees by randomly selecting training samples and variables for 

splitting at each node within the trees [16]. The RF classifier 
is suitable for classifying hyperspectral data, where the curse 

of dimensionality and highly correlated data pose major 

challenges to other classification methodologies [16]. The 

Random Forest algorithm possesses certain limitations, 

primarily the challenge of interpretation and the necessity of 

appropriately tweaking the model to suit the data [17]. 

Data classification using machine learning algorithms, 

such as random forest and decision tree, within the context of 

developing a machine learning model using the CRISP-DM 

methodology is a crucial step in addressing the research 

problem. This study aims to create a personalized learning 

classification model in providing assigned learning topics for 
employees. Furthermore, the research includes data 

visualization to make dashboards that can be used for the 

company to make decisions from the information shown in 

the dashboard. Decision-making is one of the company's 

strategies to gain profits in a volatile and competitive 

economy [18]. 

II. MATERIALS AND METHOD 

However, there is an issue regarding the creation of 

assigned learning due to the inability to track and analyze 

employee training activities as effectively as offline training. 

Therefore, there is a need to develop data visualization for 

employee training, which can map out their activities in both 

self-learning and assigned learning. Additionally, 

classification based on self-learning should be implemented 

to facilitate the provision of assigned learning that aligns with 

individual employee preferences (personalized learning). As 

one of the outcomes of this research topic, data classification 

has become an essential part of the field of artificial 

intelligence and has grown rapidly in recent years. 

Classification can be done for various purposes with different 

data types, such as images and text. An example of 

classification with images can be done to map and inventory 

a wetland area [19]. Classification with text data can also be 

done, such as in the banking world, to predict the level of 
fraud in credit card usage [20]. Classification with various 

data types can be done using machine learning and various 

algorithms that can be compared for their quality in finding 

the best algorithm for a machine learning model in data 

classification problems [21].  

Various machine learning algorithms for classification, 

such as decision trees and random forests, are often used 

because they produce very good accuracy [20]–[22]. One 

study found that random forest had the best accuracy in 

researching the severity of road accidents compared to logistic 

regression and decision tree algorithms and analyzing 
predictors of rapid eye movement sleep behavior disorder in 

Parkinson's patients compared to decision tree algorithm [21], 

[22]. In another study, decision trees showed good accuracy 

even when compared to random forests, specifically in 

sentiment analysis on YouTube and predicting the operational 

efficiency of banks [23], [24]. Data classification and the 

development of machine learning models as part of the data 

mining process can be applied using the most popular method 

in data mining projects, namely CRISP-DM [25]. CRISP-DM 

has been de facto established in various data mining projects 

or research for over two decades [26]. CRISP-DM has 
successfully addressed cases such as classification and data 

visualization [4], [27]–[29]. CRISP-DM consists of six 

comprehensive stages, from problem identification to 

applying the built solution through model formation and 

evaluation [27]. CRISP-DM consists of six stages, which are 

depicted in Figure 1: business understanding, data 

understanding, data preparation, modelling, evaluation, and 

deployment [30]. 
 

 
 

Fig. 1  Research Methodology CRISP-DM 
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III. RESULTS AND DISCUSSION 

This study applies data mining techniques, combining the 

development of machine learning models and data 

visualization [4]. The machine learning models utilized in this 

research are decision tree and random forest, implemented 

using the Python programming language and Google Collab 

tools. Data visualization uses the Tableau tool to recognize 

data patterns [30]. The data mining methodology employed in 

this study is CRISP-DM (CRoss Industry Standard for Data 

Mining), which offers a systematic approach to problem-
solving where it can help support business decisions by 

defining a non-rigid six-phase process [31].  

A. Business Understanding 

On January 6, 2023, PT XYZ initiated information 

gathering through an online interview using Microsoft Teams 

to address issues related to employee training data. The 

interview with a Senior People Analytics and Data 

Intelligence Analyst revealed that PT XYZ, a 
telecommunications service provider in Indonesia with over 

5,000 employees, had implemented online training due to the 

COVID-19 pandemic. The company utilized platforms like 

Udemy, Percepio, and Linkedin Learning for self-learning 

and assigned learning activities. A data mining project was 

undertaken to analyze and transform the training data into 

valuable insights, creating a data visualization dashboard and 

a personalized learning model. These developments aimed to 

assist PT XYZ in making informed decisions and providing 

tailored assigned learning to employees based on their 

preferences. 

B. Data Understanding 

The data from PT XYZ regarding employee training 

activities was gathered through an interview process with PT 

XYZ representatives. The data used consisted of employee 

training activities from the company's LinkedIn Learning 

platform, specifically from July 2022 to February 2023, as it 

marked the start of the platform's usage by PT XYZ and the 

beginning of the research. The data was in Microsoft Excel 

format (.xlsx) with a size of 7,898 KB and contained 49,838 

rows, including the header and 29 columns. Many rows were 

due to the data displaying training activities for each 
employee on different dates and times for each accessed 

learning content. The contents of the first five rows of the data 

can be seen in Figure 2. The library used for data manipulation 

was straightforward, using Pandas to read the data in 

Microsoft Excel format (.xlsx).
 

 

Fig. 2  First Five Rows of the Data

C. Data Preparation 

The acquired data will be cleaned using Python in Google 

Collab to handle duplicate and missing data. Duplicate data 

containing redundant information for employees will be 

filtered to retain only the first occurrence. Missing data will 
be identified and examined, with specific columns showing 

empty values. However, based on discussions with PT XYZ, 

it is determined that the empty data does not require 

modification as it does not impact calculations or data 

accuracy. In developing a machine learning model, 

particularly for classification using decision trees and random 

forest algorithms, further data processing is required to 

prepare the data for the classification process. Based on the 

data types of various columns or variables in the data, some 

variables, particularly the target variable to be used, "Skills," 

are of object data type. The "Skills" variable must be 

converted into numerical values using label encoding, 
simultaneously transforming it into a categorical variable for 

the classification process. Subsequently, the feature and target 

variables must be separated into two distinct datasets. Feature 

selection is conducted after the feature and target variables 

have been processed. Not all features in the data will be 

utilized, considering their relevance to the target variable for 

classification purposes. Some selected features include 

"Dir_Short," "Band," "Admin," "Area," "Age," "Yos," "S/F," 

and "JobCat." Following the feature selection, label encoding 

is applied to the selected features, as it is necessary for both 

decision tree and random forest algorithms during the 

classification process. Label encoding is performed on all 

selected features, particularly object data types. Once all the 
preparations related to features and targets are completed, the 

next step is to split the data into training and testing datasets, 

with 80% allocated for training and 20% for testing. 

This research has resulted in two outputs: a data 

visualization dashboard and a machine learning model. Both 

outputs are part of the data mining process and have been 

processed using the CRISP-DM methodology, which includes 

business understanding, data understanding, data preparation, 

modeling, evaluation, and deployment [29]. The six stages of 

CRISP-DM can be applied to both research outputs 

simultaneously. 

A. Modelling 

The data used in creating a data visualization dashboard is 

the complete dataset without any modifications, similar to the 
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data used for building the machine learning model. The 

modeling phase for creating the data visualization dashboard 

begins with using Tableau, specifically Tableau Desktop 

Professional Edition version 2023.1.0 64-bit, for data 

visualization. There are no connections to other datasets as 

only one dataset is used, which includes all the variables 

required for data visualization.  

The created data visualization dashboard, titled "Employee 

Training Demography," is displayed in Figures 3 and 4. The 

main view of the dashboard is shown in Figure 3 and includes 

a filter in the form of a "Date" parameter. This parameter 

allows the selection of desired month and year periods. The 

available options for the parameter/filter cover the data from 

July 2022 to February 2023.

 

 

Fig. 3  Dashboard Employee Training Demography (1)

 

 
Fig. 4  Dashboard Employee Training Demography (2)

In the dashboard depicted in Figure 3, several 

visualizations can be described according to their numbered 

orange labels as follows: 

1. Numeric information displays the total number of 

training activities, participating employees, accessed 

topics, and performed skills. These four pieces of 

information represent the combined totals for both 

assigned learning and non-assigned learning training 

types, along with the individual values for each training 

type, accompanied by their percentages of the total. 

Training activities for each selected period are 

calculated based on the number of Learning IDs. The 

number of employees is calculated based on the number 

of NIKs. The count of topics is based on the number of 
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Content Names, while the count of skills is based on the 

number of unique skills. The assigned learning and 

non-assigned learning categories are determined by the 

Assignment category in the data, which contains 

"Assigned" or "Non-Assigned." 

2. The "Activity per Band" bar chart displays the number 

of learning activities for each band. 

3. The "Activity by Learning Type per Directorate" bar 

chart illustrates learning activities divided into assigned 

and non-assigned learning for each directorate. 
4. The "Activity Completion" pie chart shows the 

proportion of learning activities initiated or completed. 

5. The "Training Trend" combined bar and line chart 

demonstrates the trend of learning activities compared 

to the number of employees. The displayed time range 

is the last 12 months based on the selected month and 

year filter. 

6. The "Activity Trend" bar chart represents the trend of 

learning activities for each month. The displayed time 

range is also the last 12 months based on the selected 

month and year. It includes two categories: assigned 
learning and non-assigned learning, displayed in 

different colors. 

7. The "Employee Completion" pie chart illustrates the 

proportion of employees' completion of learning 

activities, categorized as never completed, <50%, ≥
50%, and 100% completed. 

8. In addition to the visualized data, a button in the 

dashboard's bottom-left corner acts as navigation to a 

more detailed dashboard related to time information, 

represented by a white clock shape. 

The next dashboard, shown in Figure 4, generally has a 

similar layout to the previous dashboard. The difference lies 

in the button at the bottom-left corner, which now appears as 
an arrow and serves to return to the previous dashboard. The 

green-labelled visualizations in this dashboard are described 

as follows: 

1. The "Employee" pie chart displays the proportion of 

employees engaging in learning activities during 

weekdays (Monday-Friday) and weekends (Saturday-

Sunday). 

2. The "Activity" pie chart illustrates. the proportion of 

learning activities conducted during weekdays and 

weekends. 

3. The "Access Time by Employee" pie chart shows the 
distribution of employee access time for learning 

activities in four categories: before working hours 

(00:00-07:59), morning (08:00-11:59), afternoon 

(12:00-16:59), and after working hours (17:00-23:59). 

Both dashboards depicted in Figures 3 and Figure 4 

include dashboard actions that provide automatic filtering for 

all visualizations within the dashboard. For example, 

selecting a specific directorate in the "Activity by Learning 

Type per Directorate" visualization will filter the entire 

dashboard to display data only for that directorate. In the next 

dashboard, filters can be applied based on different time 

categories in the charts. For instance, selecting "Afternoon" in 
the "Access Time by Employee" pie chart will filter the 

dashboard to display data for the afternoon period. To reset 

the filters and view the dashboard without specific filters, the 

selected components within the charts can be clicked again. 

The machine learning model uses decision trees and 

random forest algorithms in Google Collaboratory (Google 

Collab). The necessary libraries, such as Pandas and Sklearn, 

are used for decision trees and random forest models. Pandas 

facilitate data processing in Python, while Sklearn supports 

various aspects of building machine learning models, 

including label encoding, model creation, data splitting, and 
accuracy calculation. 

To address the large raw data size (49,838 rows), a subset 

containing 40% of the data is randomly selected for model 

creation. This random subset selection is achieved using the 

Random library. The dashboard and machine learning model 

creation process is outlined, emphasizing the tools, libraries, 

and visualizations used for each step. 

B. Evaluation 

During the evaluation phase, the focus is on evaluating the 

machine learning model's performance in achieving the 

research problem's objectives. The data visualization 

dashboard moves on to the next phase directly as it does not 

involve the evaluation stage. The machine learning model 

built with the decision tree algorithm uses additional 

parameters, such as max_depth = 8, min_samples_split = 5, 

and min_samples_leaf = 2. These parameters are selected to 

prevent the decision tree from becoming too complex and to 

avoid oversampling. The accuracy of the decision tree model 

ranges from 9% to 10%, depending on the random subset used. 

However, with the same random subset, the subsequent 
machine learning model built with the random forest 

algorithm performs worse than the decision tree, with an 

accuracy of only 4% to 5%. 

The low accuracy may be due to imbalanced classes in the 

3,312 "Skills" variables targeted for classification. The 

number of skills employees learn is uneven, with thousands 

accessing certain skill-related learning. In contrast, other 

skills have only a few or just one employee accessing them. 

There are steps to address this issue, such as oversampling or 

under-sampling, to reduce the difference between skills for 

employees working on them. However, after trying these 
techniques, they did not yield good results regarding model 

accuracy like before. 

The skills are grouped to address imbalanced classes 

caused by the 3,312 skills with significantly different numbers 

of employees accessing them. Grouping the skills allows 

multiple skills to be combined into one group, merging the 

number of employees accessing them. This approach is taken 

to avoid imbalanced classes. The skills are grouped into five 

categories based on keywords found in each skill. The 

selection of keywords is based on the keywords from skills 

with the highest number of employee accesses. To examine 
various frequently occurring keywords, a word cloud 

visualization using Python, specifically the Pandas, 

WordCloud, and matplotlib.pyplot libraries. The word cloud 

is generated based on each word in the "Skills" column or 

variable in the data, as implemented in the Python code. The 

resulting word cloud is displayed in Figure 5.
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Fig. 5  Word Cloud Result

The keywords used to divide the skills into five groups are 

as follows: 

TABLE I 

WORD CLOUD RESULT 

Group Member 

Group 1 (5.354 skills) skills with the keyword 
"Management" 

Group 2 (5.106 skills) skills with the keyword 
"Management" 

Group 3 (3.455 skills) skills with the keyword "Microsoft" 

Group 4 (2.381 skills) skills with the keyword "Data" 
Group 5 (33.541 skills) skills with other keywords 

 

These five groups have relatively balanced numbers, with 

more than 2,000 employees. The number of employee 

accesses for each group is displayed in Figure 4.20. It can be 
concluded that the group with the highest employee access is 

Group 5, with keywords not mentioned by other groups, 

followed by Group 1 with the "Management" skills keyword. 

The group with the fewest employee accesses is Group 4 with 

the "data" skills keyword. The selection of these keywords 

can be modified based on other relevant keywords according 

to the company's needs. In this study, these five groups will 

be used. 

After dividing the groups, the next step is to retrain the 

machine learning models using these groups as the target. The 

accuracy of both the decision tree and random forest 

algorithms significantly improves, reaching 69% for the 
decision tree and 70% for a random forest. Based on the 

accuracy results, it can be concluded that the decision tree 

algorithm slightly outperforms the random forest algorithm in 
providing skill group recommendations with their keywords. 

However, the evaluation continues with calculating precision, 

recall, and F1 score. The evaluation results for both models 

are presented in Table 2. 

TABLE II 

EVALUATION RESULTS OF THE MODELS 

 Decision Tree Random Forest 

Accuracy 69% 70% 
Precision 0,35 0,25 

Recall 0,23 0,22 
F1 Score 0,22 0,20 

 

Based on the accuracy, precision, recall, and F1 score 

results, it can be said that both machine learning models, the 

decision tree and random forest, have relatively balanced 

outcomes. The decision tree algorithm performs slightly 

better than the random forest algorithm in accuracy and 

precision but is slightly lower in recall and F1 score. 
Therefore, the machine learning model using the decision tree 

algorithm will be used as the solution for PT XYZ's problem. 

C. Discussion 

The research has yielded two external solutions to the 

problem: data visualization dashboards and machine learning 

models. As an integral component of the data mining project, 

developing the two external techniques employs the CRISP-

DM methodology, which has undergone rigorous 
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examination in existing scholarly literature. This substantiates 

the widespread adoption of the data mining approach as the 

de facto standard in several mining projects by many authors 

worldwide [32]. Data visualization dashboards are created 

utilizing Tableau technologies, similar to those employed in 

prior studies, albeit on distinct subjects [33]–[36]. Tableau has 

demonstrated its capability to transform training data 

visualizations of PT XYZ into valuable insights that enhance 

decision-making processes. The algorithmic selection process 

for developing machine learning models aligns with the study 
objective of creating a classification system that facilitates 

personalized learning by recommending appropriate training 

activities. The chosen classification technique is derived from 

the decision tree and random forest algorithms, which have 

demonstrated high predictive accuracy and outperformed 

alternative classification algorithms [37], [38]. The findings 

of this investigation indicate that the random forest algorithms 

exhibit a minor superiority in terms of accuracy when 

compared to the decision trees, aligning with prior studies 

[39]. The precise outcomes of these advanced random forest 

algorithms exhibit a notable disparity compared to the 
findings of other studies [40]. It can be inferred that the 

previous research findings have been effectively incorporated 

into this study, particularly in selecting research 

methodologies, tools, and machine learning algorithms. 

Despite some conflicting findings, the results are generally 

consistent in supporting the superiority of the decision tree 

algorithm over the random forest algorithm in terms of 

accuracy. 

IV. CONCLUSION 

This research resulted in a data visualization dashboard and 

a machine learning model developed using PT XYZ's 

employee training data. The research followed the CRISP-

DM methodology, which involved interviews to fulfill each 

stage. Previously, the analysis and information regarding PT 

XYZ's employee training activities were unavailable, but now 

they can be easily obtained using the Tableau dashboard 

created in this study. The Tableau dashboard also supports 

live data updates, enabling its long-term use by PT XYZ in 

collaboration with LinkedIn Learning as an online training 
provider. The machine learning model aims to predict groups 

of various skills with specific keywords to be assigned to 

employees based on their relevant criteria. Both machine 

learning models were compared regarding prediction quality 

using accuracy, precision, recall, and F1 score using the 

decision tree and random forest algorithms. The research 

concludes with the following statements based on the 

formulated problem: Two dashboards were successfully 

created using Tableau to visualize PT XYZ's online training 

activities. The information presented in the dashboards 

underwent manual data validation using raw data, and each 
visualization provides valuable insights for the company. The 

personalized learning machine learning model using the 

decision tree algorithm achieved good accuracy, precision, 

recall, and F1 score. The personalized learning machine 

learning model using the random forest algorithm also 

achieved good accuracy, precision, recall, and F1 score. 

Based on comparing accuracy, precision, recall, and F1 score, 

the decision tree algorithm outperformed the random forest 

algorithm for personalized learning. 

Several recommendations can be applied to future research 

utilizing employee training data for data visualization 

dashboard creation and machine learning models, including: 

Incorporating a longer time of training data to provide more 

diverse information and insights in the dashboard. Exploring 

algorithms other than decision trees and random forests for 

classifying skills required for employee personalized learning. 

Assessing the effectiveness of the online training activity data 

visualization dashboard for PT XYZ employees after a 

specified duration involves a comprehensive analysis based 
on several key performance indicators (KPIs) and criteria 

defined by the company. 
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